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ABSTRACT 
Artificial intelligence (AI) is increasingly discussed as an innovation enabler for the 
enhancement of circular economy (CE) approaches in industries. The further 
deployment of intelligent technologies is considered to be very promising particularly 
in remanufacturing, which can be regarded as an implementation approach of CE at a 
firm level. AI’s potential to contribute to advancements in remanufacturing can be 
traced back to these modern technologies’ extended capacities of supporting and 
assisting humans during rather manual processes which are regarded as more common 
in remanufacturing than in traditional linear production. As a result we argue that in 
future application scenarios, humans are going to interact more often with AI agents 
that may direct and assist humans’ behavior and decision-making processes. We 
assume that a better understanding of the specific dynamics and novel aspects of these 
kind of newly emerging human-AI systems is a key prerequisite for sustainable process 
innovation, particularly in remanufacturing organizations. However, empirical-based 
contributions about humans’ behavioral changes in interaction with AI agents have so 
far been rather rare and limited, especially in the field of remanufacturing and CE. In 
this paper, we seek to contribute to this gap in research by exploring the interaction 
between shop floor workers and an AI agent based on a case study research approach 
at a plant of a German automotive supplier that is remanufacturing used parts. We 
conducted semi-structured interviews among the shop floor workers who are involved 
in a joint decision-making task with an AI agent. We interpret the findings of our 
qualitative data in the light of related research in the field of AI in CE, AI 
implementation in organization and human-AI interaction literature. In summary, our 
analysis reveals thirteen behavioral patterns that shop floor workers reported on 
referring to their interaction with the AI agent. The behavioral patterns are systemized 
into a cognitive, emotional and social dimension of a competence framework. These 
findings shall contribute to a more specific understanding about how humans interact 
with AI agents at work, while considering the specific context variables of the 
interaction paradigm and the AI agent’s role during joint decision-making in a human-
AI system. Implications for literature in the field of human-AI interaction as well as AI 
implementation in organizations with a particular focus on CE are discussed. 
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1 INTRODUCTION 

Remanufacturing and a circular economy (CE) are of great economic and societal 
importance, and the adaptation of AI technologies in this field is considered to be very 
promising (Agrawal et al., 2021; Sankaran, 2019; Yeh et al., 2021). The utilization of 
these modern technologies offers new opportunities beyond the automation of existing 
processes particularly in the specific field of remanufacturing, where value creation is 
based more on manual processes. The potential of humans and AI agents working 
together as a team is also seen to be very promising in this field. Collaborative robots 
(cobots), for example, can assist humans in disassembling (Li et al., 2018) or AI agents 
based on artificial neural networks can support with decisions concerning the visual 
inspection of used materials (Schlüter et al., 2021). 
Consequently, human-AI systems can contribute to the further innovation of work 
processes in traditional production and remanufacturing. As a result, the enhancements 
of such systems are becoming key elements of companies’ core competencies 
(Sankaran, 2019). However, while a lot of research and discussion is focusing on the 
way in which technology can be designed and developed appropriately to fulfil 
increasingly complex demands of sustainable businesses, knowledge about the 
successful implementation and introduction of these technologies in working 
environments is still rather fragmented and divers. This is especially so when it comes 
to the question about how employees, such as shop floor workers, actually interact with 
AI-based agents in these newly emerging human-AI systems (Anton et al., 2020; Hamm 
and Klesel, 2021; Schelble et al., 2021; Seiffer et al., 2021). 
This article seeks to contribute to this gap of knowledge about human actors’ behavioral 
patterns during their interaction with an AI-based agent in remanufacturing. We 
conducted a single case study research to address this research question. Several 
interviews with shop floor employees were conducted at a specific plant of a large 
remanufacturing company in Germany in the second half of 2021. The company has a 
long tradition as a supplier in the automotive industry. This specific plant’s business 
approach is focused entirely on remanufacturing used products to contribute to waste 
reduction and foster the reuse of limited resources. The implementation of an AI-based 
agent was initiated about two years ago to innovate internal processes. The AI-based 
agent is located in the quality control department of the company and performs a 
specific visual recognition task in close interaction with the employees. More precisely, 
the human-AI system involving humans and AI agents performs a shared decision-
making process about whether used material should be reused or disposed of. One 
peculiarity of the case is that initially the AI agent was only capable of performing basic 
parts of the task and, thus, is expanding its capabilities over time with the support of its 
human partners. 
Our empirical findings show a set of thirteen behavioral patterns which we identified 
through analyzing the interview material. The patterns identified are either cognitive, 
emotional or social in nature. They range from developing an individual understanding 
of how AI works in general, through taking one’s own initiative for the improvement 
of the AI agent, up to being patient with the new artificial partner. Utilizing these 



 

3 
 

findings, we contribute to a better understanding about how humans interact with 
modern AI-based agents during collaborative decision-making processes in 
organizations.  

2 BACKGROUND AND RELATED WORK 

2.1 AI AS AN ENABLER FOR A CIRCULAR ECONOMY 

The concept of a CE has gained increasing attention over the last few decades as it is 
considered to be a promising approach that offers new solutions for ecological 
challenges and the sustainability of today’s and especially tomorrow’s industries and 
societies. We broadly understand a CE as a holistic approach that focuses on the 
reduction of resource and energy consumption in order to decrease the environmental 
impact of businesses and consumption. The key principle is seen in the creation and 
management “of circular loops of materials, energy, and waste flows” (Masi et al., 
2018, p. 543). This is a fundamental shift away from a linear logic of value creation 
towards a circular concept. However, this contributes to a further increase of 
complexity of business activities because, for example, the level of dynamic interaction 
and interconnection has to be enhanced to gain more knowledge about how resources 
are actually used, consumed or wasted. The CE is an overarching concept that demands 
great support and initiative from business, society and politics. Thus, the initiatives and 
transformational challenges regarding a CE are mainly related to three different levels: 
the micro or firm level, the meso or network level and the macro level, including policy-
making and further regulations (e.g. Grafström and Aasma, 2021; Yuan et al., 2008). 
In this article, we refer to the microlevel of CE-related initiatives that, among others, 
includes firms’ specific practices of remanufacturing (Masi et al., 2018). The case 
company where we conducted our research had already adjusted its business model 
towards a remanufacturing approach. It has been revealed that particularly traditional 
firms have to cope with a great number of challenging barriers to successfully transform 
a business toward a CE approach such as remanufacturing. Grafström and Aasma 
(2021) argue that, among other challenges, there are critical technological barriers at a 
company level, for example, a lack of appropriate information technology systems 
required for data collection in the context of increasingly complex interconnections 
(Salmenperä et al., 2021). The critical demand for more enhanced digital technologies 
and particularly for AI as a crucial enabler for a CE has been emphasized by several 
contributions (Kerin and Pham, 2019; Ramadoss et al., 2018; Sankaran, 2019). The 
adoption of AI techniques, such as machine learning or big data analytics, are seen to 
have a significant impact on innovation processes toward CE at a firm level and beyond 
(Agrawal et al., 2021).  
The deployment of smart technologies is considered to be very promising, particularly 
in the field of remanufacturing, since operations in this field consist mostly of manual 
processes and, therefore, automation through AI is seen as a crucial enabler for 
remanufacturing as a whole (Blömeke et al., 2020; Kerin and Pham, 2019). Thus, there 
are several ideas on how to utilize smart technologies in remanufacturing. Regarding 
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the effective disposal of end-of-life products, for example, artificial neural networks 
can be used to optimize disassembly sequences (Li et al., 2019) and cobots to support 
humans with the actual disassembly (Li et al., 2018). Furthermore, the deployment of 
visual recognition appears to be promising for the quality control of used parts, for 
example, to detect defects, since the process of inspection can be made more 
standardized and objective and workers can receive support from AI agents as a second 
opinion, employing the four eyes principle (Schlüter et al., 2021; Tsimba et al., 2021). 
Due to these and other potential benefits AI-based systems may have for CE in general 
and remanufacturing approaches at a firm level in particular, an increasing number of 
organizations are considering the implementation of this technology to support and 
enable efficient remanufacturing processes. However, this recent perspective on the 
economic and ecological potentials of AI often lacks a profound analysis and reflection 
about how the introduction of modern technology changes the organization as such and 
potentially affects its employees, as the understanding about the interaction between 
humans and AI agents is supposed to become even more relevant for remanufacturing-
oriented businesses (Hamm and Klesel, 2021).   

2.2 IMPLEMENTATION OF AI IN ORGANIZATION 
From an organizational management perspective, AI can be regarded as a new 
technological generation that is capable of gathering external information, interpreting 
this information, generating valuable results, and, finally, evaluating its own actions 
and self-improving its own decision system in order to achieve specific goals (Ferràs-
Hernández, 2018; Glikson and Woolley, 2020). Based on this capability-oriented 
perspective, AI is seen to have great opportunities for business organizations in general 
and for more sustainable value creation concepts, such as CE, in particular. This is one 
reason for the increasing investments in AI development, dissemination and 
implementation in organizations (Agrawal et al., 2021). However, to date, less than 1 
% of the companies in Germany have implemented AI successfully in such a way that 
employees are interacting with this new technology to perform actual value creation 
processes (e.g. Giering, 2021). The reasons for this situation are manifold (Hamm and 
Klesel, 2021; Pumplun et al., 2019). On the one hand, the efforts and the risks for AI 
development and implementation are still considered to be high compared to the 
potential benefits to be gained (Ahlborn et al., 2019; Rammer et al., 2020). On the other 
hand, the rather dominant view of AI from an economic or technological perspective 
has led to situations where managers and decision-makers tend to lose sight of the 
critical obstacles and challenges during the introduction and implementation of this new 
technology in organizations (Massmann and Hofstetter, 2020). From an employees’ 
perspective, there are obstacles, such as the fear of losing one’s job, of being directed 
and fully monitored at work, or of not being well prepared or educated for the 
interaction with AI agents. In addition, employees may also respond with distrust 
regarding AI’s actual capabilities, decision quality or security (Zicari et al., 2021; 
Zweig, 2019). Furthermore, in many cases, AI systems are not capable of fulfilling the 
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high expectations of managers and decision-makers in organizations (Brynjolfsson and 
Mitchell, 2017). 
However, despite these and other challenges and obstacles, there is a general consensus 
among researchers and practitioners that AI will play an increasingly relevant role 
within organizations’ future value creation processes (Brock and von Wangenheim, 
2019). This affects organizations across all levels, also changing employees’ individual 
work processes (Seeber et al., 2018; Wilson and Daugherty, 2018). While the usage of 
AI-based opportunities in the field of rationalization and automation are often 
accompanied by replacements of employees by modern technology, there is an 
increasing number of examples where humans are becoming counterparts or 
collaborators of AI agents at work (Wang et al., 2019; Wanner et al., 2019; Wilson and 
Daugherty, 2018). This new form of interaction between employees and AI contributes 
to the emergence of human-AI systems in organizations. Even if the use of AI 
sometimes leads to the impression that humans are becoming obsolete, many AI-related 
tasks, such as machine learning, still need the human as an interaction partner, for 
example, for feature engineering, or preparing or labelling training data (Dellermann et 
al., 2019; Seeber et al., 2018). These systems of the socio-technological interaction of 
humans and AI need further research from different perspectives in order to understand 
them in more detail. 

2.3 HUMAN-AI INTERACTION 
Scientific research in the field of human-AI interaction is still rather novel, explorative 
and diverse across a couple of disciplines. This is shown by the fast emergence of new 
concepts and constructs in recent scientific literature, such as human-AI hybrids, 
human-AI collaboration, human-AI systems or human-AI partnerships, to mention just 
a few. These concepts are often used rather interchangeably due to a lack of appropriate 
theoretical frameworks and underpinnings from empirical-based research in 
organizations. In this article, we refer to Schelble et al. (2021), who define a human-AI 
system as an ensemble where at least one human and at least one AI agent are 
collaborating with each other, for example, making decisions together. Regarding the 
interaction within this human-AI system, Rzepka and Berger refer to the concept of a 
user’s interaction with AI as “the actual use of the system by the user, as well as the 
cognitive evaluations that precede the user’s behavior” (2018, p. 4). In our study, we 
use these definitions to investigate behavioral patterns regarding the interaction 
between humans and AI agents within a human-AI system from the perspective of the 
human actors. 
Recent research in the field of human-AI interaction has revealed that there are a 
number of influencing factors affecting and guiding human actors’ behavior during 
their interaction with AI. The factors identified so far are very diverse. These can range 
from users’ characteristics, such as the users’ demographics, personality and 
experience, or the users’ perceptions of different characteristics of the AI system or the 
way of interaction with it (Rzepka and Berger, 2018). Starting from the task the AI 
system has to fulfil, Hinsen et al. (2022) identify five different types of human-AI 
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interaction: guardian angel, pixie, informant, colleague and best friend. They can be 
described by various dimensions, such that there might be different levels of 
transparency of the interaction. The direction of the action can go from the AI system 
to the human, vice versa or in both directions, the impulse for beginning and reasoning 
a new interaction reaches from targeted to playful, and the results can be informing, 
assisting, advising or experiencing. These types of interaction can be mapped 
considering the freedom of action and the reciprocal engagement, so that three different 
roles of AI occur: AI as an automaton, a versatile helper and a partner. Similar to this 
classification, Bittner et al. (2019) figure out three different roles of conversational 
intelligent agents: a facilitator, that guides users to a goal by executing tasks, a peer, as 
a partner for an individual, and an expert, that also satisfies spontaneous and creative 
tasks such as chitchat. Another systematization is introduced by van Berkel et al. 
(2021), who point out three interaction paradigms of human-AI interaction we found 
appropriate as conceptual framing for our case study analysis. According to them, the 
interaction can follow a dialogue, commentary or prescription paradigm, depending on 
the initiator of the interaction (AI, human or environment), the trigger for the AI input, 
the resulting AI response and the users’ response. They outline that in dialogue-oriented 
interaction, the user provides an input for an AI which is giving some response to which 
the user is finally reacting. In commentary-oriented interaction, the user is instead 
continuously providing input to the AI and can alternatively react or ignore the 
suggestions given by the AI. Finally, van Berkel et al. refer to the prescription-oriented 
interaction as a process where the input for AI-based decisions is received not from a 
user but another technical agent. The AI’s decisions may then create awareness in the 
user and could result in user reactions. 
Referring to the expectation from the interaction with an AI agent, Papachristos et al. 
(2021) determine four roles of AI: mirror, assistant, guide and oracle. They differentiate 
according to who makes the decision or performs the task, even if the AI’s suggestion 
or the knowledge of the human is unsure. Research in the field of medical decision-
making has revealed specific human tasks which are becoming more relevant in human-
AI interaction. These are verifying the AI’s decision suggestions, improving the AI 
system, learning from the AI and taking responsibility for the joint decisions finally 
taken (Waefler and Schmid, 2021). In summary, the wide variance of research in the 
area of human-AI interaction shows the high dimensionality and complexity of this 
phenomenon. The findings have in common that human-AI interaction depends on the 
design and the task demanded which the AI agent has to perform. Consequently, 
specific competencies may also be required from the human actor participating 
(Markauskaite et al., 2022; Süße et al., 2021).  
According to Boyatzis (2008), human actors’ competencies can be defined as a set of 
behaviors and intents that enable a person to cope with a certain situation. They are a 
behavioral approach to cognitive, emotional and social intelligence. Hence, 
competencies can be clustered into a cognitive, emotional and social dimension. Based 
on this structure, Süße et al. (2021) suggest a framework of nine AI-related 
competencies that reaches from an understanding and interpretation of AI impulses  to 
negotiating one’s own recovery phases with AI agents. This understanding of 
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competencies is in line with Bassellier, who argues that competencies are “the potential 
that leads to an effective behavior” (2001, p. 162). Thus, a human’s behavioral patterns 
during interaction with an AI agent can reflect his or her competencies together with a 
certain knowledge representation and understanding of AI. While recent literature has 
already outlined the importance of human actors’ competencies as critical success 
factors for the adoption and implementation of AI in organizations (Hamm and Klesel, 
2021; Pumplun et al., 2019), there is a lack of empirical research in this field when it 
comes to specific groups of employees or the specific context of remanufacturing. Our 
case study begins to fill this emerging research gap by focusing on humans’ behavioral 
patterns in a human-AI-system with the help of a case study research approach. 

3 CASE STUDY RESEARCH 
We performed a case study at a branch of a large automotive supplier in Germany. The 
company’s business model has been focused on remanufacturing used car clutches 
since the 1970s. More precisely, the company takes back used clutches, disassembles 
them and reuses appropriate parts to manufacture products that can continue to be 
utilized. In this way, around 95 % of used materials can be reused.  
We examined a distinct area of the remanufacturing process, namely, the quality control 
of used compression springs that are parts of the clutches. Shop floor workers had 
performed visual quality control of the springs manually until about two years ago. The 
company then introduced an AI agent, which has supported the employees since by 
carrying out this task. By introducing the AI agent, the company is mainly pursuing the 
goal of increasing the quality and productivity. Due to the fact that many older 
employees are currently employed in the springs’ quality control, one of the goals is 
also to retain the knowledge of the employees who will soon leave the company.  
The peculiarity of the case is twofold. On the one hand, the AI system was introduced 
in the company with very ‘basic capabilities,’ i.e. the system was only able to classify 
simple defects of the springs. In the course of its use in the company, the AI agent has 
learned to recognize more complicated defects or cases. Therefore, it is improving and 
evolving over time. On the other hand, it is one of the very few cases in Germany where 
employees are actually interacting with an AI-based agent in a production environment. 
Recent studies in Germany revealed that less than 1 % of German companies are 
applying AI in production environments due to several reasons (see Giering, 2021). 

3.1 THE HUMAN-AI SYSTEM  
The participants of the in-depth study are six employees who are directly or indirectly 
involved with the AI agent. Three of them are shop floor workers, collaborating directly 
with the AI agent on a daily basis. One is the supervisor of the company’s branch to 
which the shop floor workers belong, and one is their direct foreman. Additionally, we 
interviewed the quality manager, who is responsible for defining the quality criteria for 
the springs. All participants are male with an average age of 45 years. Some of the 
workers have been instructed by the AI agent’s developer before they started working 
with the machine.  
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The AI agent is based on a deep neural network and is able to learn and perform a visual 
recognition task. It is put into operation with the capability of handling simple and 
obvious cases of a task independently and handing over complicated cases to the 
employees. The AI agent is trained repeatedly by providing an appropriate amount of 
training data. Thus, the number of cases which are handed over to the employees is 
decreasing over time because the AI agent is continuously improving. The AI agent has 
the physical appearance of a machine, consisting of a screen, a conveyer belt, a machine 
housing and a sorter. The compression springs are manually placed onto the conveyer 
belt and are then transported inside the machine housing. There, four cameras are 
installed within that produce images of the compression spring from different 
perspectives. Based on these images, the springs are evaluated by the AI algorithm. The 
images and the AI agent’s evaluation results are displayed on the screen. Positive 
evaluations are outlined in green, negative evaluations in red. There is also a number 
displayed, which can range from 000 to 099, where 000 stands for “spring can be 
wasted” and 099 for “spring is perfectly ok.” In the end, the springs are automatically 
sorted into different boxes. The sorter can handle up to five different evaluation ranges.  
As has already been indicated above, the human-AI team’s joint task is to visually 
inspect used compression springs for quality and, thus, to decide collaboratively 
whether the spring can be reused or should be disposed of (see Figure 1). Therefore, 
firstly, the worker supplies the machine with the spring by putting it onto the conveyer 
belt. After that, the AI agent classifies the quality of the spring and sorts the springs 
into boxes depending on its confidence, for example, definitely waste, not sure, 
definitely reusable. The workers then recheck the boxes containing the springs that the 
AI agent was uncertain about and, finally, sort these springs into good and bad ones as 
well. They subsequently collect the springs the AI agent was either unsure about or 
those with defects that the AI agent is unable to recognize yet. Images are then taken of 
those springs by the AI agent, which are then saved and labelled at a later date by the 
workers. These images represent the training data. The workers provide valuable 
impulses for the targeted enrichment of the training data by constantly comparing their 
own evaluations with those of the AI agent. The actual training process is, however, 
executed by the AI’s developer.  
 

 
Figure 1: Human-AI system 
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4 DATA COLLECTION AND ANALYSIS 
We gathered empirical data by conducting semi-structured interviews with the 
employees, who have already been characterized in section 3.1. Consequently, we 
developed an interview guideline based on a preliminary AI competencies framework 
deduced from the state-of-the-art research on challenges and opportunities in human-
AI collaboration (Süße et al., 2021). The interview guideline contained simple 
questions focusing on the participant’s personal impressions and experiences of the 
collaboration with the AI agent. A few sample questions are: 

• “What are particular challenges you experience when working with the AI 
agent?”  

• “What do you like or dislike when working with the AI agent?”  
• “How does working with the AI agent differ from working with other 

machines?” 
• “What changes have you experienced since the AI agent was introduced? What 

have you learned since then?” 
The interviews took place in the summer of 2021. Each of the interviews lasted between 
30 and 45 minutes and was audio-recorded. After conducting the interviews, we 
transcribed the audio-files and subsequently performed a qualitative content analysis 
(Miles et al., 2020). We applied the software MAXQDA Version 2020 for the data 
analysis. We employed an iterative process during our analysis. Firstly, we analyzed 
and coded the data independently from each other. After that, we discussed our 
interpretations, looked for relationships and patterns, constructed categories and 
grouped codes. In the process, we applied a mix of deductive and inductive coding 
(Hsieh and Shannon, 2005) by assigning the codes to concepts, which were based on 
either our theoretical framework or insights that emerged during data collection and 
analysis. Additionally, feedback loops took place with some participants of the case 
company’s project management. We refined the codes iteratively until consensus was 
reached among all researchers participating. 

5 FINDINGS 
By analyzing our empirical data, we identified 13 distinct behavioral patterns the 
interviewees reported on when talking about their experiences during interaction with 
the AI agent. We refer to the theoretical framing of AI-related competencies (Süße et 
al., 2021) for the further systematization of our results and clustered the 13 behavioral 
patterns into a cognitive, emotional and social dimension (see Fehler! Verweisquelle 
konnte nicht gefunden werden. for a summary). With the help of example quotes, we 
seek to give further insights into the actual responses during the interviews and on how 
we interpreted and coded them during data analysis.  

5.1 COGNITIVE DIMENSION 
By cognitive, we refer to behavioral patterns which indicate that the person, for 
example, aims to understand casual relationships, recognizes patterns or deals critically 
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with external input (Boyatzis, 2008). We identified four patterns through our iterative 
data analysis process that we argue fit best into the cognitive dimension. 
C.1. Developing a general understanding of AI 
Most workers developed their own overall understanding of what AI actually is during 
the two years of working together with the AI agent. They particularly related to their 
insights into how the AI agent works as they stated, for example: “[…] Photos are 
taken and the AI compares it with what has been stored, what it has been taught.” The 
workers also pointed out how the AI-based machine differs from rather ‘traditional’ 
machines: “And then basically no real values are given out anyway, i.e. no 
measurements such that a measuring machine would do, but probabilities that are then 
calculated via the algorithm and that tells you, that’s now 50 % good or 90 % good.” 
It was also important for them to relate to differences between a human and an AI: 
“[…] We as humans, we can always estimate it very roughly, and more by the feeling, 
by the look, by the haptics. The AI can’t do that. It orients itself on the pictures and 
every picture is different.” 
The workers interviewed also reported on the opportunities of AI, for example, that it 
gives a higher ratio of comprehensible evaluations because its judgement does not 
depend that much on a worker’s individual point of view, experiences or the current 
physical or mental condition: “[…] the AI will certainly be better than the human in 
terms of the possibility of rejects or of the good parts or something. Because man, if I 
put three people there, everyone has a different point of view.” However, there are also 
challenges, for example, the AI is seen to be less flexible, since with every new defect 
or every new kind of spring, one has to train it: “[…] I’m still a bit more flexible. If I 
have to check another kind of spring, I can quickly say, well, I’ll change everything, I 
have to, but I don’t know how I have to change the AI. Because it has to be trained in 
advance.” 
C.2 Developing a context-specific understanding of the AI agent’s job task 
From the workers’ point of view, an important requirement for a successful interaction 
with the AI agent is that one has to be familiar with the specific task the AI agent has 
to perform. Therefore, it is important to know the quality criteria of the actual task 
‘checking the springs’ in order to be able to consider the AI agent’s evaluations during 
the shared decision-making process: “[…] You should know from the product itself, 
what is put on the belt, how the product should look good or not.” However, workers 
also reported that in similar cases, it is crucial to be able to understand how to deal 
appropriately with the AI agent’s decisions: “[…] You get a pre-evaluation on how the 
springs are. You can then approach it accordingly, and then think, ok, if the AI is not 
that sure, then maybe I can control a little more precisely.”  
C.3 Developing a basic understanding of how the AI agent learns and improves 
The workers reported on their understanding regarding what the training process of the 
AI agent may look like: “Our AI takes pictures and it learns from the pictures and then 
[…] we let the AI know: ‘The images you see now are rated as OK, so must be rated as 
OK.’ and then we’ll push them through. Then the images are saved by the AI and then 
it knows: ‘OK, the spring is good, the spring is good, the spring is good.’ Vice versa, 
with the bad springs, which we send in again and inform the AI: ‘These are bad 
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springs!’ They have to be rated badly, and then we’ll send it through and then it’ll be 
rated worse.” 
It was pointed out that the AI learns from pictures and that the learning process takes 
time because there are many possibilities for defects or many different kinds of springs. 
As a result, workers understand that an enormous amount of data is needed to train the 
AI: “Because there are always new situations. And the spectrum of parts is also large 
[…] so there are so many possibilities and that just takes until it has learned it.” 
The workers also mentioned that it is important to understand that the AI can only 
recognize defects it has already learned. The AI has to be trained again for every new 
kind of spring or new kind of defect: “You have to retrain or reteach it, that what it 
thought was ok until now is not ok now.” 
C.4. Dealing with the AI agent’s decisions in a reflective manner 
Another interesting aspect the workers reported on was that some of them are 
interacting more thoughtfully and critically with the AI agent’s decisions to be able to 
detect possible misevaluations and the reasons for them: “You definitely have to look 
at the images again. You also have to look at whether these are the appropriate springs, 
because if these are completely new springs the AI has never seen before, then the 
evaluation is rather random, because it doesn’t know the springs yet.” This emphasizes 
the importance of a shared decision process between human and AI. 

5.2 EMOTIONAL DIMENSION 
The emotional dimension refers to patterns that are crucial to lead and manage oneself 
as an individual person. They include emotional self-awareness and -management. 
More precisely, this dimension consists of patterns reflecting the ability to understand 
one’s own feelings in a given situation, use this understanding to guide decision-making 
processes and have a realistic assessment of one’s own skills (Boyatzis et al., 2019). 
Elements such as emotional self-control and -awareness, adaptation, setting oneself 
challenging standards and continuously finding ways to improve are at the core of this 
dimension. Inspired by this theoretical framing, we identified five patterns through our 
iterative process of data analysis. 
E.1 Considering the AI agent as a helpful counterpart 
The shop floor workers considered the AI as very helpful because it supports them 
directly during a challenging task with its pre-evaluations: “Especially the current AI. 
It helps. It gives a preliminary evaluation and is super helpful.” Thus, referring to the 
AI agent as a helpful counterpart relates to the complementarity of human and AI’s 
capabilities. We argue that the workers’ self-awareness about their own capabilities is 
a key prerequisite for this.  
E.2 Being able to adapt and open to change and innovation 
We recognized that the workers were generally very open toward the new technology. 
They welcomed the fact the AI agent was introduced into their company: “It’s actually 
a cool thing, because I find it very interesting to work with AIs. Even if more AIs are 
planned for the future, I’d love to work with them too.”  
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However, this positive attitude towards the AI agent emerged over time. At the very 
beginning, not all employees were that open towards the AI agent immediately. This 
was not surprising to us. Workers had to get familiar with it first, which also required 
the ability to adapt to new situations: “[…] in the beginning there is somehow a 
rejecting attitude, because the workers still have to get familiar with everything.” 
E.3 Taking one’s own initiative for improvement 
Some employees reported that in the case where the AI agent’s decisions seem to be 
unreasonable, they self-initiated reasoning processes about possible causes: “Then I 
always ask myself: ‘Why is it like this now? Why is it rated so badly or so well or why 
are the two identical springs rated so differently?’” These ideas are then shared with 
their supervisor, which helps to improve the AI agent’s capabilities: “If he notices 
something that is not plausible to him, then bang, he is upstairs with his supervisor and 
tells him/her how to do that in a different way.” This approach can be very important 
for a targeted improvement or enhancement of the AI agent’s capabilities. 
E.4 Asserting one’s own recovery phases 
When we asked about the specific capabilities a perfect partner of the AI agent should 
have, we got the answer that it would be good if he or she could work without taking 
recovery phases: “[…] he doesn’t take coffee breaks, maybe he doesn’t have to go to 
the toilet, I don’t know [laughs]. So first of all, that would be the best employee.” 
However, humans should be highly aware of their own physical and psychological 
limitations and have to be able to interpret signs of exhaustion correctly in order to 
insist on recovery phases and detachment from work (Sonnentag et al., 2010). Thus, we 
interpret this in such a way that it is crucial to assert one’s own recovery phases. 
E.5 Feeling confident to work with new and unfamiliar technologies 
Our interviews also revealed that people who have had little previous experience with 
digital technologies can find it particularly difficult to engage with modern, unfamiliar 
technologies: “For the older ones, yes, it’s hard to grasp. There is, I don’t want to say 
a dismissive attitude, because they still have to trust each other with everything anyway, 
but there is a bit of a reserved attitude.” Thus, an important prerequisite for a 
sustainable interaction with AI agents is to open up one’s mind to new technologies and 
feel confident in working with those. 

5.3 SOCIAL DIMENSION 
By social, we refer to patterns that reflect the ability to understand other people and 
manage relationships with them (Boyatzis et al., 2019). This dimension includes, for 
example, interpreting others’ signals carefully and seeking to understand others’ points 
of view, as well as resolving conflicts and achieving fruitful collaborations. We 
identified four behavioral patterns in our data which can be grouped into a social 
dimension in a broader sense. This assumes that the AI agent with which the workers 
interviewed are interacting is considered more as some kind of a (new) social actor, 
such as a partner or colleague (Waefler and Schmid, 2021). 
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S.1 Being patient with the new and inexperienced colleague 
As has already been indicated above, the AI agent is trained with the help of human 
actors’ support and is developing over time. The employees interviewed pointed out 
that the AI agent was rather inexperienced at the beginning and it can take rather a long 
time to benefit from training and development efforts: “The AI had to be trained first, 
until we really worked with it, a lot of time had passed.” However, it is important not 
to give up immediately if something does not work or takes longer, but to keep at it and 
remain patient: “Then we definitely need to work on it again and follow up on it.”  
S.2 Cultivating an intuition for the AI agent’s peculiarities 
The workers also reported on how they developed an intuition rather iteratively for the 
AI agent’s peculiarities. They reported, for example, on how they found out the 
machine has to be supplied with springs at a particular rate: “The supervisor said that 
spring would be processed by the AI within three seconds, yes, but we have found out 
that if we really work in this cycle, then the machine does not work exactly. We should 
always wait with the next spring until the first one has at least disappeared into the 
machine.” We argue that this quote also relates to the iterative learning processes 
humans have already gone through during their interaction with the AI agent. 
S.3 Appreciating the AI agent’s achievements 
The workers next reported on knowing exactly whether they can rely on the AI agent’s 
output or not: “What it can do, it can do quite reliably, I have to say.” We argue that 
they recognize and appreciate the AI agent’s achievements: “What the AI can do, for 
sure, is the waste box, where the springs are 100 % waste, it can do that very well.” 
S.4 Developing a sort of sensitivity and care toward the AI agent 
Finally, it is also noticeable that the workers developed a kind of sensitivity towards the 
AI agent. Thus, they reported on how important it is to not damage sensitive 
components of the machine: “Because the AI is sensitive; because if you somehow 
throw springs in there, they could damage the cameras,” and that it is crucial to handle 
the machine with care: “In any case, you must be able to handle the machine carefully.” 

6 DISCUSSION 
We conducted semi-structured interviews among a group of shop floor workers in a 
remanufacturing context in order to explore in more detail how the behavioral patterns 
referring to the interaction of those workers with one specific AI agent can be further 
described and systemized. In order to analyze and interpret our empirical findings in an 
iterative manner, we referred to related research in the field of AI implementation in 
remanufacturing and organization, the increasing relevance of human-AI interaction 
and its novel dynamics, and the concept of human actor’s competence considered as a 
potential for specific behavior at work. The latter provided us with a broad but very 
fruitful systematization of cognitive, emotional and social competence and its specific 
behavioral representations which we identified in the data of our interviews. These 
empirical results also provide additional support for an earlier conceptualization of the 
construct AI competence which is discussed as a critical antecedent for constructive 
human-AI interaction (Süße et al., 2021). We argue that our framework of human 
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behavior in human-AI interaction introduced by Table 1 can be discussed in the light 
of three main perspectives deduced from related research. 
 
Table 1: Summary of humans’ behavioral patterns in the interaction with the AI agent 

Humans’ behavioral patterns in the interaction with the AI agent 

co
gn

iti
ve

 

C.1. Developing a general understanding of AI 

C.2. Developing a context-specific understanding of the AI agent’s job task  

C.3. Developing a basic understanding of how the AI agent learns and improves 

C.4. Dealing with the AI agent’s decisions in a reflective manner 

em
ot

io
na

l  

E.1. Considering the AI agent as a helpful counterpart 

E.2. Being able to adapt and being open to change and innovation 

E.3. Taking one’s own initiative for improvement 

E.4. Asserting one’s own recovery phases 

E.5. Feeling confident to work with new and unfamiliar technologies 

so
ci

al
 

S.1. Being patient with the new and inexperienced colleague 

S.2. Cultivating an intuition for the AI agent’s peculiarities 

S.3. Appreciating the AI agent’s achievements 

S.4. Developing a sort of sensitivity and care toward the AI agent 

 
The first one is the actual paradigm of human-AI interaction that rather dominates in 
our specific case study. The second is about the workers’ description of the AI agent in 
this specific case. The third refers to the relationship of the identified behavioral 
patterns of our explorative framework to the state-of-the-art about novel human tasks 
emerging in human-AI interaction. We find this reflection about our findings 
particularly fruitful as it may provide a further structure of our explorative approach for 
future research and practice, can sharpen the understanding of existing 
conceptualizations and put our behavioral framework in the current research context.  
Regarding the perspective of the human-AI interaction paradigm, we argue that our 
case shows patterns of an interaction as commentary paradigm, as there is, firstly, an 
input from the worker providing the springs to the AI agent, secondly, support from the 
AI agent by providing a decision recommendation and, thirdly, recognition and 
evaluation of that recommendation by the worker. This process shows that the AI-based 
suggestions are continuously integrated into the worker’s ongoing task (also see Figure 
1) and it usually requires a human’s ‘comments’ after decision suggestions have been 
made by the AI (van Berkel et al., 2021; Ahmad, et al., 2021). The behavioral patterns 
“C.4 Dealing with the AI agent’s decisions in a reflective manner” or “S.3. 
Appreciating the AI agent’s achievements” strengthen this picture of a continuous 
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integration of the AI agent into the worker’s job task. Furthermore, we also gave 
example quotes in our findings section about the first initial step of this process. This 
reveals that in our case, the worker has the final word regarding the results of the joint 
decisions. This can also be interpreted as a hierarchical gap between both.   
Regarding the AI agent’s role, we argue that the interaction paradigm and the workers’ 
understanding of the AI agent’s role mentioned above might be consistent. As we 
mentioned above, various role descriptions of AI agents have already been introduced 
in literature. Papachristos et al. (2021) introduced the roles of mirror, assistant, guide 
and oracle. We argue that the AI agent’s role particularly as a guide that is providing 
suggestions and a confidence score for humans’ evaluations of these suggestions can 
be related to our specific case. As Papachristos et al. (2021) argue, the suggestions of a 
guide are regarded as helpful, but are critically evaluated by the worker. This is 
mirrored by our behavioral framework in some patterns, such as “C.3. Developing a 
basic understanding on how the AI agent learns and improves,” “C.4. Dealing with the 
AI agent’s decisions in a reflective manner,” “E.1. Considering the AI agent as a helpful 
counterpart” or “S.3. Appreciating the AI agent’s achievements.” However, the aspect 
of the learning ability and improvement of the AI agent and an acceptance of failure 
seems to be more explicit in our specific case, for example, when looking at the social 
dimension of our behavioral framework. Thus, from our point of view, the role 
description of a guide for the AI agent seems to be too unidirectional for our case. 
Regarding that aspect, we find the contribution by Hinsen et al. (2022), who introduce 
the role of a colleague for specific AI agents, more appropriate. We argue that 
especially the social dimension of our framework highlights facets of a colleague, for 
example, the pattern “S.1. Being patient with the new and inexperienced colleague,” 
which is complementary to the pattern “E.1. Considering the AI agent as a helpful 
counterpart.” However, it has been emphasized by the workers that the AI agent in our 
case study is a rather young colleague who still has a lot to learn. However, from a 
worker’s point of view, it is definitely a good and valuable investment in the future.    
We refer to research from the field of human-AI joint decision-making in order to 
discuss our results from the third perspective of newly emerging tasks among humans 
interacting with AI agents. Waefler and Schmid (2021) introduced four novel tasks 
required from human actors, which can be summarized as (A) verifying an AI’s 
decision suggestions, (B) improving the AI system, (C) learning from the AI and (D) 
taking responsibility for the joint decisions finally taken. Based on our framework of 
behavioral patterns revealed from the interview data, we argue that our findings show 
strong relationships to the tasks dimensions A, B and D and less support for dimension 
C. More precisely, we argue that our cognitive dimension consists of behavioral 
patterns representing the fulfilment of task dimension A and partially D, while our 
framework’s social dimension has a strong connection to task dimension B and also 
partially D. The fact that we cannot find evidence in our data for the task dimension C 
does not mean that it is not generally relevant, but it does not seem to be that prominent 
in our case as the AI agent is instead seen as a young colleague, as discussed above. 
This can mean that currently knowledge and experience is going more from the human 
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actors toward the AI agent, but not vice versa. Thus, this interpretation is in line with 
our argumentation about the interaction paradigm and the assumed role of the AI agent. 
So far, we can conclude that our empirical findings support the recent 
conceptualizations of the state-of-the-art literature in the field of human-AI interaction 
in organization considering our specific context of remanufacturing, where human-AI 
interaction will play an increasingly relevant role in the future. Furthermore, we 
contribute to research in the field of AI implementation in organization as we provide 
profound insights into employees’ actual behavior and, as such, into the competencies 
demanded of workers of a remanufacturing company that has managed to implement 
an AI agent successfully for about two years. To date, research has particularly 
considered employees’ technical competences as critical for AI implementation (Hamm 
and Klesel, 2021; Pumplun et al., 2019). We hope to broaden that perspective with our 
results in order to inspire future research and provide first guidance for practitioners 
preparing their employees for AI. Especially regarding the field of a CE, we contribute 
to more knowledge about the specific competencies required of workers when manual 
processes are supported by an AI agent in order to make remanufacturing more 
successful in the long run. Thus, we contribute to the CE literature and practice by 
providing insights into the microlevel of CE, the individual firm and its processes. 
In summary, we conclude that our findings and their interpretation contribute to the 
further understanding of human-AI systems that are emerging faster than ever in 
business and nonbusiness contexts today. As we have a stronger focus on the human 
actor in that dynamic system, we recognize that the human perceives him/herself as 
more flexible compared to AI when it comes to new and ambiguous situations, but 
really appreciates joint decision-making with AI agents. We see particularly in our 
cognitive dimension that employees’ ongoing learning processes are becoming even 
more important for the development of new knowledge in human-AI systems. This is 
in line with recent assumptions that AI will potentially not replace as many jobs as 
formerly expected, but will more probably contribute to the transformation of jobs and 
competence profiles of people in modern organizations (see e.g. Markauskaite et al., 
2022).  

7 LIMITATIONS 
Since the participants of the study were all recruited from only one company and the 
database could be further extended, the opinions and experiences may not be fully 
representative of a larger population of employees working with AI agents. The fact 
that interpretations are limited due to personal experience and knowledge, which is hard 
to avoid in qualitative studies, also leads to the fact that our findings cannot be fully 
generalized but certainly provide some relevant insights into the human part in human-
AI systems related to a specific case which we describe in detail throughout our 
manuscript. 
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